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Abstract 

Purpose: The development of total-body PET scanners is of growing interest in the PET community. 

Investigation into the imaging properties of a hypothetical extended axial field-of-view (AFOV) GE 

Healthcare SiPM-based Discovery MI (DMI) system architecture has not yet been performed. In this 

work, we assessed its potential as a whole-body scanner using Monte Carlo simulations. The aim of 

this work was to (1) develop and validate a Monte Carlo model of a 4-ring scanner and (2) extend its 

AFOV up to 2 m to evaluate performance gain through NEMA-based evaluation. 
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Methods: The DMI 4-ring geometry and its pulse digitization scheme were modeled within the 

GATE Monte Carlo platform using published literature. The GATE scanner model was validated by 

comparing results against published NEMA performance measurements. Following the validation of 

the 4-ring model, the model was extended to simulate 8, 20, 30, and 40-ring systems. Spatial 

resolution, sensitivity, NECR, and scatter fraction were characterized with modified NEMA NU-2 

2018 standards; however, the image quality measurements were not acquired due to computational 

limitations. Spatial resolutions were simulated for all scanner ring configurations using point sources 

to examine the effects of parallax errors. NEMA count rates were estimated using a standard 70 cm 

scatter phantom and an extended version of scatter phantom of length 200 cm with (1-800) MBq of 

18
F for all scanners. Sensitivity was evaluated using NEMA methods with a 70 cm standard and a 200 

cm long line source.  

 

Results: The average FWHM of the radial/tangential/axial spatial resolution reconstructed with 

filtered back-projection at 1 and 10 cm from the scanner center were 3.94/4.10/4.41 mm and 

5.29/4.89/5.90 mm for the 4-ring scanner. Sensitivity was determined to be 14.86 cps/kBq at the 

center of the FOV for the 4-ring scanner using a 70 cm line source. Sensitivity enhancement up to 21-

fold and 60-fold were observed for 1 m and 2 m AFOV scanners compared to 4-ring scanner using a 

200 cm long line source. Spatial resolution simulations in a 2 m AFOV scanner suggest a maximum 

degradation of ~23.8% in the axial resolution compared to the 4-ring scanner. However, the transverse 

resolution was found to be relatively constant when increasing the axial acceptance angle up to ±70º. 

The peak NECR was 212.92 kcps at 22.70 kBq/mL with a scatter fraction of 38.9% for a 4-ring 

scanner with a 70 cm scatter phantom. Comparison of peak NECR using the 200 cm long scatter 

phantom relative to the 4-ring scanner resulted in a NECR gain of 15 for the 20-ring and 28 for the 
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40-ring geometry. Spatial resolution, sensitivity, and scatter fraction showed an agreement within 

~7% compared with published measured values. 

 

Conclusions: The 4-ring DMI scanner simulation was successfully validated against published 

NEMA measurements. Sensitivity and NECR performance of extended 1 and 2 meters AFOV 

scanners based upon the DMI architecture were subsequently simulated. Increases in sensitivity and 

count-rate performance are consistent with prior simulation studies utilizing extensions of the 

Siemens mCT architecture and published NEMA measurements with the uEXPLORER system.  

 

Keywords: PET, extended axial field-of-view, GATE Monte Carlo, NEMA NU 2-2018, Discovery 

MI 

1. INTRODUCTION 

There has been a significant interest in developing long axial field-of-view (LAFOV) PET 

scanners to enhance the geometric sensitivity of PET systems. The latest standard geometry 

commercial silicon photomultiplier (SiPM)-based clinical PET scanners typically have an axial field-

of-view (AFOV) of 15-30 cm.
1-3

 However, several limitations are associated with a limited AFOV, 

such as low photon detection efficiency
4-7

, longer scanning time, the requirement of higher 

radioactivity injections, and difficulty in large field of view parametric and pharmacokinetic PET 

imaging.
8-12

 Significant efforts have been made recently developing a total-body and LAFOV PET 

scanner that can image the patient using only a single bed position in a relatively short scanning time 

with lower injected activity.
13,14

 In addition, the LAFOV scanners can extend the imaging to 

multisystem diseases by implementation of multi-organ multi-parametric PET combining 

Standardized Uptake Value (SUV) PET with kinetic modeling
15-18

, and even thorax breath-hold 

imaging.
19
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To date, a few platforms have been developed, including the uEXPLORER
13,20,21

, PennPET 

EXPLORER
22,23

, and the Siemens Biograph Vision Quadra.
14,24,25

 The uEXPLORER uses the similar 

detector as the United Imaging Healthcare's uMI 550 and 780 PET/CT scanners, however the LYSO 

crystal depth is more by ~2 mm. In addition, the PennPET Explorer is based on the Philips detector 

technology and detector geometry used in the Vereos scanner.
6
 The Biograph Vision Quadra uses the 

same technology as digital Biograph Vision 600 PET/CT system (Siemens Healthineers).
24

 All these 

scanners use a modern SiPM technology instead of traditional photomultipliers. First human studies 

on the uEXPLORER total-body PET scanner have already been performed while utilizing 

substantially lower administered activity (~25 MBq) and a short total acquisition time of ~1 min.
7,26

 

The PennPET EXPLORER group recently reported their development of a whole-body imager 

currently with an active 64 cm AFOV and indicated that the optimal axial length of the scanner could 

be in the range of (1.0 -1.4 m).
22

 

 

The scanner architecture of Phillips Vereos PET scanner
22,27

 and United Imaging Healthcare's 

uMI scanner
13

 have been studied for the total-body PET scanner design both through Monte Carlo 

simulation and downstream physical testing. Similarly, the front-end scanner architecture of Biograph 

Vision 600 PET/CT has been implemented in Biograph Vision Quadra.
14

 Monte Carlo simulation of 

the Discovery STE PET/CT scanner and its reduced and extended AFOV has been performed using 

the SimSET toolkit.
28

 In addition, Monte Carlo studies of the Siemens Biograph mCT scanner were 

performed in 2012 using the GATE (Geant4 Application for Tomographic Emission) simulation 

toolkit.
29

 Their study suggested that the extended axial coverage of 2 m with 20 mm thick LSO 

crystals yields a relative performance gain of (25 – 31) times higher NECR.
29

 In another simulation 

study,  Surti et al. simulated imaging at activity levels as low as 1/20
th
 of that typically injected for 

routine 
18

F-FDG studies using the EGS4 code with a scanner AFOV of 72 cm.
30
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Monte Carlo simulations have been used for assessing the performance of hypothetical LAFOV 

PET systems adopted from existing clinical PET systems but with sparse detector geometries to 

reduce the manufacturing and purchasing cost of such scanners thus facilitating their wider clinical 

adoption. Specifically, Monte Carlo studies have been performed comparing the NEMA performance 

of existing clinical PET systems with compact detector configurations against those adapting sparse 

detector configurations with either (i) same detector ring diameter and AFOV but only half the 

detectors
31

 or (ii) same detector ring diameter and number of detectors but spaced out to cover twice 

the original AFOV.
32-36

 The validated Monte Carlo model proposed in this study could also be used in 

future to expand knowledge in this area for hypothetical sparse detector configurations based on 

commercial GE PET scanner geometries. 

 

To our knowledge, the investigation into the imaging properties of a hypothetical extended axial 

field-of-view GE Healthcare Discovery MI (DMI) scanner system architecture has not been 

performed. This is of particular interest because the LYSO detector thickness in DMI is more than 

20% longer than the aforementioned systems. The DMI PET scanner is currently available in 3, 4, and 

5-ring configurations that provides a 15, 20, and 25 cm AFOV. In this study, our goal was to explore 

and understand the potential of the DMI architecture for a total-body scanner by looking at the 

performance gain with increasing AFOV through simulation. First, to validate our Monte Carlo model 

of the DMI detection system, we simulated the front-end architecture of the GE Discovery MI PET 4-

ring scanner using the GATE toolkit and compared against published NEMA measurements from 

DMI 4 ring systems.
1
 After validation, we gradually added the scanner rings to the AFOV up to 2 

meters. NEMA performance results were obtained for the hypothetical extended AFOV scanners with 

several configurations, between 4 and 40 rings. The axial sensitivity, spatial resolution, count rates, 

scatter fraction, and Noise Equivalent Count Rates (NECR) were measured according to the modified 

NEMA protocols as implemented by Spencer et al.
13

 using modified NEMA phantoms. 
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2. MATERIALS AND METHODS 

2.1. Monte Carlo Simulations 

The GEANT4 Application for Tomographic Emission (GATE) is a Monte Carlo toolkit for 

nuclear imaging
37-39

, radiotherapy, and dosimetry.
40-43

 GATE version 8.1 with Geant4 10.4.1
44

 was 

used to model the Discovery MI scanner and simulate particle propagation. The physics list of 

emstandard_opt4 was used in all simulations, as this model has previously been shown to be 

appropriate for medical applications involving electromagnetic effects.
45,46

 This list includes all the 

relevant physical processes for photons and electrons interactions (i.e., photoelectric effect, Compton 

scattering, Rayleigh scattering, ionization, bremsstrahlung, multiple scattering, and positron 

annihilation). The decay of 
18

F were simulated by β
+
 sources with energy spectra parametrized 

according to the Landolt-Bӧrnstein tables.
37

 Range production cuts were set to 0.1 mm for electrons 

and photons in the whole geometry. Variance reduction techniques were not used. The number of 

primary particles was adapted for all simulations according to the NEMA guidelines regarding 

activity and acquisition time. Optical processes of light emission and transport were not included in 

the simulations, as these processes substantially increase the simulation time. 

 

2.2.  Discovery MI 4-ring scanner geometry 

The Discovery MI scanner used in this work is the latest generation of PET/CT scanners 

developed by GE Healthcare utilizing the silicon photomultiplier (SiPM) based technology.
1,47

 The 

scanner system has been integrated with 64 slice x-ray computed tomography system and a 4-ring 

PET geometry with LightBurst digital detectors providing a 20 cm AFOV and a 70 cm transaxial field 

of view, i.e., the scanner bore diameter. Each ring consists of 34 detector modules, each containing 4 

axial and 4 transaxial blocks, for a total of 544 detector blocks. Each detector block is 16 mm 
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(transaxial) × 48 mm (axial) and contains a 4 (transaxial) × 9 (axial) crystal array, with crystals placed 

on three 3 × 2 arrays of SiPM detectors, for a total of 19,584 crystals and 9,792 SiPM channels. The 

SiPM signal readout electronics are implemented as an application-specific integrated circuit. The 

output energy is digitized by an external analog-to-digital converter (ADC) and the timing signal by 

an external time-to-digital converter. The size of each crystal used is 3.95 mm (transaxial) × 5.3 mm 

(axial) × 25 mm (depth), with several crystals connected to light guides that optimize light collection 

and improve sensitivity and resolution. The crystals themselves are radioactive due to the very long 

half-life, naturally occuring lutetium isotope 
176

Lu that comprises 2.6% of natural lutetium.
48

 

 

2.3.  GATE Modelling of Discovery MI scanner 

The cylindrical PET scanner architecture was defined by a set of hierarchically arranged elements 

with four different depth levels. First level was a detector module. Each module was repeated in a 

ring-like manner 34 times and each module was composed of an array of 4 (transaxial) x 4 (axial) 

blocks (second depth level). The blocks were divided into a grid of 4 (transaxial) x 9 (axial) array, this 

is the third level of the system. Each gird finally housed a LYSO crystal of size 3.95 x 5.3 x 25 

mm
3
(fourth level). GATE repeaters were utilized so that every crystal did not have to be added 

manually. The crystal was repeated 36 times in each block, 4 in the y-direction and 9 in the z-

direction. The blocks were then repeated 4 times in y and z-direction inside the detector module. 

Since the crystals were already repeated in the block, and the block was repeated in its entirety, all the 

module sub-volumes accompanied the repeated module. The extended AFOV scanners for 8, 20, 30, 

and 40 rings were modeled by repeating the scanner module 8, 20, 30, and 40 times respectively, 

while keeping the other geometry the same. The total number of detector elements for the (4 - 40) ring 

consists of (19,584 - 195,840) LYSO crystals. In addition, the attenuating materials locating at the 

front face of the crystals were simulated (0.7 mm thick plastic polycarbonate, 0.1 mm thick metalized 

mylar and mylar window of 1.5 mm thickness) based on the information provided by the GE through 

private communication.  
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Scintillation photons were digitized in GATE using the digitizer module. The digitizer is 

composed of several signal processing operations that mimic the photon detection process. The signal 

processing chain start with adding the hits (individual photons interactions) into pulses, converting 

them into singles, and sorting them into final coincidences. Several parameters were defined along the 

digitizer chain, such as crystal energy resolution at 511 keV, timing resolution, lower and upper-level 

energy discriminators, and the coincidence window as tabulated in Table 1. However, for extended 

axial FOV scanners, the coincidence timing window was estimated based on the empirical formula 

available in the literature to account for the relatively large difference in maximum time-of-flight 

values between the direct and oblique lines of response.
29,49

 The optimal coincidence timing window 

for extended AFOV scanners were calculated according to the equation: 

𝜏 =  
𝐹𝑂𝑉𝑡𝑟𝑎𝑛𝑠√1+(tan(𝛼))2

𝑐
+ 3𝛥𝑡                                                (1) 

where 𝐹𝑂𝑉𝑡𝑟𝑎𝑛𝑠 is the transaxial FOV (70 cm), α is the acceptance angle, Δt is the coincidence 

timing resolution (375 ps), and c is the speed of light in a vacuum. The acceptance angles for 4-, 8-, 

20-, 30-, and 40-ring scanners are ±15º, ±30º, ±55º, ±65º, and ±70º respectively. 

 The simulated scanner deadtime, however, was heuristically and necessarily tuned to match the 

experimental count-rate measurements. The scanner's non-paralysable deadtime of 200 ns was found 

to mimic the measurements closely. In GATE digitizer the setDepth value of 2 was used based on the 

preliminary simulation results. In addition, the non-paralysable deadtime was applied on the singles 

before the coincidence sorter at the depth level of detector module. The coincidence policy was set to 

takeAllGoods for all simulations in the coincidence sorter settings as it is recommended for the single 

window method and to accept all possible coincidences within the geometric limits set by the 

scanner.
50
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2.3.1. Intrinsic Activity in LYSO crystals 

Lutetium contains about ~2.6% of 
176

Lu, which decays by β-emission (Emax 593 keV) with a 

cascade of three γ-ray emissions (88 keV, 202 keV, and 307 keV).
48,51

 Using the simulated density of 

LYSO (7.11 gm/cm
3
), molar mass (Lu1.8Y0.2SiO5:Ce), and half-life of 

176
Lu (3.6 x 10

10
 y)

52
, an 

intrinsic detector activity of 268.85 Bq/mL was calculated. This isotope emits 88 keV, 202 keV, and 

307 keV gammas and two betas (Emax 192 keV, 0.4% and Emax  593 keV, 99.6%).
48

 The emitted 

gamma energies are outside the PET acquisition's energy window (425 – 625 keV). Decays of 
176

Lu 

were included in Monte Carlo simulations. This intrinsic activity within the LYSO crystals was 

simulated as a 
176

Lu ion source, which is the most accurate method to simulate the radioactive decay.
44

 

The intrinsic activity source encompassed the whole scanner, and the activity (ion source) was 

confined to the LYSO scintillation crystals.
53

 To quantify the impact of intrinsic activities, scanner 

performance was simulated with and without intrinsic activities. The count rate curves for DMI 4-ring 

configuration with and without 
176

Lu background intrinsic activities are generated for visual 

inspection, and the ratio of NECR with and without intrinsic activity is estimated. This ratio quantifies 

the factor by which the 
176

Lu background degrades the emission data. 

 

2.4. System Performance 

The GATE model of the Discovery MI 4-ring scanner was validated by comparing the sensitivity, 

spatial resolution, and NECR results of the NEMA acceptance measurements performed by Hsu et al. 

at Stanford University.
1
 Other measurement results are also available.

54,55
 The NEMA sensitivity 

phantom, scatter phantom, and spatial resolution phantoms defined by NEMA NU 2-2018 protocols
56

 

were accurately modeled to measure the simulated DMI PET scanner performance. The tests outlined 

in these procedures have been mainly devised to provide a comprehensive description of typical 

clinical scanners' performance.  
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2.4.1. Spatial resolution 

Monte Carlo modeling of spatial resolution measurements was performed according to the NEMA 

NU-2 2018 procedure using 
18

F point sources. The point sources are capillary glass tubes of length 

1mm, wall thickness of 0.4 mm, and internal diameter of 1 mm. The activity per source was 0.15 kBq, 

about ~190 kBq/cc for all point sources. Simulations using 4-ring scanner were performed with 

sources placed at 1 and 10 cm radial offset vertically from the center of the FOV to compare the 

simulation result with measurement data. In addition, to understand the effects of parallax error, 

spatial resolution was simulated with sources placed at 0, 1, 5, 10, 15, and 20 cm radial offset 

vertically from the center of the scanner FOV in air using all (4 - 40) scanner ring configurations. 

Simulation was performed such that the total coincidences were greater than 100,000 per point source. 

The simulation output data were reconstructed using the filter back projection (FBP) algorithm with a 

voxel size of 2 x 2 x 3.5 mm
3
, without any smoothing, as specified in the NEMA procedure using the 

STIR
57

 reconstruction platform. The full width at half maximum (FWHM) and full width at tenth 

maximum (FWTM) of the point source response function were evaluated by plotting one-dimensional 

response functions along with line profiles through the peak of the distribution of each point source 

using ImageJ.
58

 System axial, tangential, and radial spatial resolutions were obtained as per NEMA 

requirement.
56

  

 

2.4.2. Sensitivity 

The NEMA PET Sensitivity Phantom was simulated to measure the sensitivity of the scanner. 

The purpose of this test is to measure the ability of the GATE DMI scanner system to detect the true 

coincidence events per second per unit of radioactivity in the FOV. The sensitivity phantom consists 

of five concentric aluminum tubes used to detect camera sensitivity in PET with all 700 mm long 
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cylinders. The innermost polyethylene (density 0.96 g/cm
3
) tube has a fillable volume with an internal 

diameter of 2 mm and wall thickness of 0.6 mm. All tubes were modeled in GATE for sensitivity 

measurements. Aluminum tubes (density 2.7 g/cm
3
) were subsequently added one at a time for 

simulation. The decay of nuclides was simulated using the F-18 positron emission source, and decay 

correction was performed for subsequent simulations to mimic physical measurements. A standard 70 

cm long line source with an outer and inner diameter of 3.2 mm and 2 mm was simulated for a line 

source insert for the 4 and 8-ring scanners. In addition, a 200 cm long cylindrical line source, in 

aluminum sleeves of varying thickness, with the same diameter was simulated in all scanner 

configurations (4, 8, 20, 30 and 40-ring) for sensitivity comparison. 4 MBq 
18

F sources were used in 

all cases. The sensitivity phantoms were simulated for thirty seconds to minimize statistical 

uncertainty. Trues-only sensitivity was simulated by subtracting random events, and negligible scatter 

events from prompt coincidence events. All simulations had true counts of more than 100,000 

coincidences. Random events were estimated using the singles rate method. For each added sleeve, 

the total number of true coincidences per slice was calculated using single-slice rebinning and 

normalized by source activity and total acquisition time. Sensitivity for each aluminum tube was 

computed, and the sensitivity without attenuation was determined by extrapolation to zero thickness.  

 

2.4.3. Count rates, scatter fraction, and Noise Equivalent Count Rates  

The NEMA scatter phantom is a right circular cylinder of a polyethylene material of density of 

0.96 g/cm
3
, with an outside diameter of 20.3 cm and length of 70 cm.

56
 A line source is a hollow 

cylinder with an inner diameter of 3.2 mm. It is inserted in a hole of diameter 6.4 mm drilled at a 

radial offset of 45 mm parallel to the phantom's central axis. The material of the line source is also 

polyethylene. Two versions of scatter phantoms were simulated, one with the phantom of length of 70 

cm, as recommended by NEMA, and the other with a length of 200 cm for count rates, scatter fraction 

(SF) and the NECR evaluation of longer than 8-ring PET geometries. Data were acquired using 
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sufficient particles such that statistical uncertainties in simulations are less than 2%. Simulations were 

performed in the high-performance computing cluster at the University of Iowa. The scatter fraction 

and NECR were calculated by: 

 

 
𝑆𝐹 =  

𝑆𝑐𝑎𝑡𝑡𝑒𝑟

𝑇𝑟𝑢𝑒𝑠 + 𝑆𝑐𝑎𝑡𝑡𝑒𝑟
 

(2) 

and    

 

 
𝑁𝐸𝐶𝑅 =  

𝑇2

𝑇 + 𝑆 + 𝑘. 𝑅
 

(3) 

 

where T, S, and R are trues, scatter, and randoms coincidence rate, respectively. The scatter fraction is 

calculated using the true and scatter coincidence events estimated directly in the simulation. Randoms 

coincidences were measured using the singles-based method. The k value was set to 1 on the 

assumption that a low variance estimate of randoms is used. Finally, the NECR was computed as a 

function of activity concentration in the phantom because the PET scanners are often compared based 

on the peak NECR values. For the comparison of NECR peak values, scanners with rings 4, 8, 20, 30, 

and 40 were simulated with a scatter phantom of length 200 cm. 

  

i. Simulation using scatter phantom of length 70 cm 

The line source was filled with an activity of 1, 2, 5, 10, 20, 40, 60, 80, 100, 200, 300, 400, 500, 

600, 700, and 800 MBq 
18

F, this corresponds to an activity concentration of (0.05 – 36.36) kBq/mL. 

Scatter phantom volume (~22,000 mL) was used to calculate the activity concentrations.  

 

ii. Simulation using scatter phantom of length 200 cm 
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The line source in a 200 cm long scatter phantom was filled with an activity of 1, 2, 5, 10, 20, 40, 

60, 80, 100, 200, 300, 400, 500, 600, 700, and 800 MBq 
18

F. Using the phantom volume of ~62,800 

mL, the activity concentrations in the phantom were (0.02 – 12.74) kBq/mL. 

 

iii. Count rates curves using NEMA guidelines 

First, the GATE simulation output root file's coincidence tree was read in ROOT software
59

 to 

sort the sinogram data, i.e., its SinogramS and SinogramTheta. The data analysis was then performed 

in MATLAB for 2D sinogram generations to estimate the trues, randoms, and scatter coincidences. 

Next, per NEMA
56

, the sinogram data were transformed into a 2D histogram with 640 projection bins 

(-320 to 320 mm from the center of FOV) for the x-axis and 320 bins (0 to π) vertical y-axis. A 

Gaussian filter was then applied to account for the effect of the detector's limited spatial resolution. 

Subsequently, the NEMA analysis of Monte Carlo results with randoms from singles rate was 

performed. An illustration of the NEMA protocols for count rates estimation is shown in Figure 1. 

Once the trues, randoms, and scatters were estimated for different activity levels, the corresponding 

count rate curves and NECR can be estimated. It should be noted that the same protocols were applied 

for the extended AFOV scanners as well, although the data were acquired with the extended version 

of the phantoms. 

 

RESULTS 

3.1. Quantification of contribution from Intrinsic Activity from LYSO crystals 

The natural radiation from the LYSO crystals have shown only minor impacts on PET imaging 

performance due to the relatively low energy of gamma emissions from 
176

Lu decay. The cascaded γ-

emissions from 
176

Lu have energy below the lower DMI scanner energy window threshold as 

tabulated in Table 1. Simulations suggest that in the clinical activity range (5-15 kBq/ml), the impact 
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of the intrinsic activity on count rates is less than 1%; please refer to Figure 6. As its impact is 

statistically low, we did not include the intrinsic activities for all extended LAFOV scanners. In 

addition, intrinsic activities were not simulated in spatial resolution and sensitivity estimations as it 

would, in turn, increase the computation cost without impact on results. 

 

2.4.  Spatial resolution 

Table 2 shows the spatial resolution results in terms of FWHM (mm) for two radial positions in 

both simulation and measurements. Data show agreement between measured and simulated DMI 

scanner data, lending confidence to the validity of GATE simulation. The spatial resolution values 

obtained using the 4-ring simulated scanner model are within (3.20 – 7.97) % of the published 

measurement results. Simulated FWHMs are consistently demonstrating a better resolution compared 

to measurement values. It could be due to the absence of modeling within GATE of the process of 

light spreading and light sharing between the SiPM arrays. The spatial resolution in the center of the 

transverse field of view is about 4 mm, with an expected radial resolution loss at increased radii. 

 

The transverse resolution, the average of radial and tangential resolutions, at the center of imaging 

system for different scanner ring configurations is shown in Figure 2(A). Results show that transverse 

resolution is relatively constant (very small degradation) with extended scanner ring configurations at 

the center of the scanner FOV. In addition, the results show a degradation in axial resolution when 

extending the scanner ring configurations up to 30-ring (α ±65º) and a minimal change in axial 

resolution was found when further extending the scanner to 40-ring (α ±70º). We found that the axial 

resolution degrades from 4.40 mm to 5.45 mm at the center of the scanner FOV when extending the 4-

ring (α ±15º) scanner configuration to 40-ring configuration (α ±70º). In addition, the transverse 

resolution as a function of position radially offset from the center of the scanner FOV is characterized. 
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A comparison of transverse resolution between 4, 8, 20, 30, and 40-ring scanner configurations is 

presented in Figure 2 (B). 

 

The results obtained in this work are similar as the simulation result presented by Schmall et al. 

using a 4 x 4 x 20 mm
3
 LSO crystals.

60
 Unlike this work, they simulated the point sources in a warm 

background in the center of the scanner FOV and they utilized the iterative OSEM algorithm. As this 

work has followed the NEMA procedures, the results of spatial resolution might have suffered from 

re-binning and interpolating process of simulated data during the analytic reconstruction. 

 

2.5.  Sensitivity 

The literature reported sensitivity of the Discovery MI 4-ring scanner was 14.0 cps/kBq 
1
, while 

our simulation produced a sensitivity of 14.86 cps/kBq at the center of the field-of-view of the scanner 

using a 70 cm NEMA sensitivity phantom. This is ~5.95% difference between the measurement and 

simulation results (Figure 3A). The simulated sensitivities using the sensitivity phantom of 200 cm 

length for 4, 8, 20, 30, and 40-ring scanners were 5.20, 20.84, 109.36, 207.31, and 313.78 cps/kBq 

respectively. Increase in sensitivity agrees with calculations based on geometry and solid angle. The 

attenuation-free sensitivities for 4, 8, 20, 30, and 40-ring scanner configurations are presented in 

Figure 3 (B). Figure 3 (B) shows the quadratic (second-order polynomial) increase in sensitivity with 

axial FOV, as expected.
28

 In all simulations, random rates were less than 3%, and scatters were less 

than 0.5% of the total coincidence events. 

 

It should be noted that sensitivities for 4-ring scanner were simulated using the standard 70 cm 

long line source for comparison with measurement data. In addition, to suitably compare the 

sensitivity of 4-ring scanner to extended AFOV scanners, a 200 cm long line source was simulated in 
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(4 - 40)-ring scanners. Monte Carlo suggests that simulations of 70 cm standard sensitivity phantom 

in all ring configurations give a sensitivity enhancement up to ~27 times compared to the sensitivity 

of the 4-ring clinical DMI scanner. Furthermore, sensitivity simulations using a long line source of 

200 cm in all scanner configurations performed herein resulted in a sensitivity gain of ~60-fold using 

a 40-ring scanner compared to the 4-ring scanner. This is illustrated in Figure 4 (B); the area under 

the axial profile for the 40-ring scanner (red curve) is ~60 times larger compared to the area under the 

axial profile for the 4-ring scanner (black curve).  

The sensitivity profile in the 3D PET was triangular for a 4-ring scanner, as shown in Figure 4 

(A), with a peak at the center of the field of view, as expected. However, for extended AFOV 

scanners, sensitivity profiles are no- longer triangular, as shown in Figure 4 (B), due to the larger 

solid angle acceptance. The sensitivity profiles shown in Figure 4 (B) will be much different if we 

simulated a line source in the presence of attenuation medium.
30,61

 To understand the impact of 

attenuation to the sensitivity profiles, a 200 cm long phantom with 30 cm diameter including a line 

source of 200 cm was simulated for (4-40) ring configurations and the results are presented in Figure 

5, however, this is not a NEMA test. This is included because the NEMA test does not have the 

sensitivity test for higher attenuation scenarios as in patient imaging for sensitivity profile 

comparisons. Sensitivity profiles are relatively uniform in the central 80 cm for 30-ring (1.5 m) 

scanner and central 120 cm for a 40-ring (2 m) scanner with less than 8% change, as shown in Figure 

5. This suggests that a single bed position is sufficient for imaging a 80 cm and a 120 cm long object 

in a 30-ring and 40-ring scanners.
30

 The extended AFOV scanners shows the relatively uniform axial 

profiles at the center of the scanner FOV because the attenuation is greater for oblique lines of 

response and the center of the scanner FOV contribute more oblique lines of response.
61

 This explains 

the differences in sensitivity between the different ring configurations in almost attenuation free 

(Figure 4B) and higher attenuation (Figure 5) scenarios.  
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2.6.  Count rate performance 

Count rate results were acquired up to 35 kBq/mL, although clinical FDG studies are typically 

performed with activity concentrations of less than 15 kBq/mL. Count rates were obtained for the 4-

ring scanner using 20 cm diameter 70 cm long phantom are displayed in Figure 7. The simulated 

results included the effects of modeled deadtime. Different types of simulated coincidence count rates 

as a function of increasing activity concentration are shown in the figure. At first, contributions from 

crystal's intrinsic activities were estimated by simulating the count rates curve with and without 

intrinsic activities. 

 

The comparison of simulation with literature measurements resulted in excellent agreement 

within the measurement uncertainties, in the range of activities practically used in clinical and 

research scans. The NECR continues to increase slowly beyond the point at which true count rates are 

equal to the random count rates. For the 4-ring scanner, the measured NECR peak was 201.1 (± 

3.14%) kcps at 22.1 (± 3%) kBq/mL with a scatter fraction of 40.4%
1
, while the simulated peak 

NECR was 212.92 (± 2%) kcps at 22.7 kBq/mL with a scatter fraction of 38.9%. Comparing the 

NECR peak count rates between simulation and measurements gives a percent difference of ~5.71%. 

It should be noted that the counting rates error at Stanford data
1
 was ~3%, and the statistical 

uncertainties in simulations were < 2.0% for count rate curve estimations. The summary of count 

rates, scatter fractions and comparisons of NECR peak values for scanners with rings 4, 8, 20, 30, and 

40 with a scatter phantom of length 200 cm are plotted in Figures 8-10. 

 

We did not find a clear NECR peak within 12 kBq/mL for 20, and 40-ring scanners at the activity 

concentrations simulated. All simulations are based on a non-paralysable deadtime of 200-ns per 

detector block. The NECR comparison of 4-ring vs. 40-ring gives a performance enhancement of 28-
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fold, whereas comparison of 4-ring vs. 20-ring gives a performance of 15-fold using the 200 cm long 

scatter phantom in all simulations. The comparison of NECR peak values for 4-40 ring scanners is 

tabulated in Table 3. 

                                   

3. DISCUSSION 

The objectives of this work were to develop a Monte Carlo model of Discovery MI PET scanner 

and validate its accuracy against published measurement values, and subsequently use this 

architecture to develop extended AFOV scanner models to study performance. We simulated NEMA 

tests to characterize the performance of the Discovery MI 4-ring scanner. Subsequently, after 

validation of a 4-ring Discovery MI scanner, we characterize the performance of extended AFOV 

scanners, including sensitivity, count rate, and scatter fraction to estimate the sensitivity and NECR 

gain. LAFOV scanner sensitivity and NECR gain increase significantly with axial length. The NEMA 

testing of the different ring configurations up to 2 m reveals the performance gain of ~ (28-60) times 

relative to the 4-ring Discovery MI PET scanner as defined by the sensitivity and NECR peak values.  

Validation of the Monte Carlo model of the 4-ring scanner appeared successful. The estimation of 

spatial resolution was in a close agreement between simulation and measurement data, with less than 

a 7.97% difference. Spatial resolutions were better in radial and tangential direction than in the axial 

direction for both the measured and simulated data. Spatial resolution simulations in extended AFOV 

scanners suggest that the maximum degradation in the axial resolution is ~23.8% compared to the 

Discovery MI 4-ring scanner. However, the transverse resolution is relatively constant, a very small 

degradation was observed when increasing the axial acceptance angle up to ±70º. The results obtained 

in this work compared well with the results presented by Schmall et al.,
60

 however the crystal size 

they used was 4 x 4 x 20 mm
3
 (LSO).  
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A simulated model reproduces the experimental counting rates curves with less than 6% relative 

errors on the range of clinical activity concentrations found in (2-6 kBq/mL) and less than 8% up to 

25 kBq/mL. Also, a comparison of the measured and simulated NECR peak was ~5.71% when 

comparing the data for the 4-ring scanner. The sensitivity profiles for scanners with AFOV greater 

than 1 m (20-ring) using the 200 cm long scatter phantom reveals the uniform sensitivity profile at the 

central part, as shown in Figure 5. Figure 5 tells us that if we want to image major organs, from head 

to pelvis, with the peak sensitivity then the AFOV of 1.5 m (30-ring) seems sufficient because this 

configuration shows a relatively uniform profile in the central 80 cm and that covers most of the 

major organs.  

 

It should be noted that several parameters were not simulated in this study. First, the scanner bed 

was not considered in this study as its material composition was not known. Second, the crystals' 

casing materials (light shield) are also not accounted for in simulations as its material and 

compositions were unknown. The impact of natural radioactivity from LYSO crystals was studied 

first and found that impact is minimal, < 1%, this is because virtually all the cascaded γ-emissions 

have energy below the lower threshold of the DMI energy window. Due to this reason, at clinical 

activity concentrations, background noise from electronics and natural radioactivity from crystals are 

often considered negligible. Therefore, we did not include LYSO intrinsic activities in all simulations. 

However, care should be taken when simulating low activity using the extended AFOV scanners and 

for low count rate imaging applications.  

 

Another limitation of this study is the choice of scanner deadtime in simulations. The dead time 

digitizer settings have a certain degree of uncertainty since these values were not provided by the 

manufacturer. The scanner's deadtime was heuristically tuned to match the physical measurements 

and then applied to other simulations. This could have contributed a few percent in differences 
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between the simulation and measurement results in higher activity concentration simulations. The 

simulations show a substantial NECR peak enhancement of ~28 times relative to the 4-ring Discovery 

MI PET scanner for a 2 m long AFOV with 25 mm LYSO crystals thickness. This is aligned with the 

study performed by Poon et al. using the simulation of the Siemens Biograph mCT with LSO 

crystals.
29

  

 

These performance enhancements are in-line with those measured on the uEXPLORER
13

 and 

Siemens Biograph Vision Quadra.
14

 However, the NECR peak obtained in this work for the 40-ring 

scanner configuration is about a factor 2 times higher than the NECR peak reported by Spencer et al.
13

 

using the uEXPLORER scanner. In retrospect, this is not surprising because the LYSO crystal 

thickness used in uEXPLORER is lower (18.1 mm)
21

 than crystals used in Discovery MI geometry 

(25 mm) and they used a scatter phantom of 175 cm length.
1
 The sensitivity of the Discovery MI 

scanner dramatically decreases, by a factor of (1.30-1.45) when we simulated (4-40)-ring 

configurations using the crystal thickness of (18.1-20) mm. In addition, the uEXPLORER does not 

accept all oblique lines of response as they imposed a maximum axial angle of acceptance of ± 

57º.
13,21

 As the 4-ring DMI scanner uses all oblique lines, we did not restrict the axial angle of 

acceptance in all extended axial FOV simulations performed herein. This increases the true events 

however a higher proportion of the oblique events contribute more scatter events, and it increases the 

attenuation in the scatter phantom Figures (8-9). The scanners used in this work hence collect the data 

using the maximum axial angle of acceptance of ±15º, ±55º, and ±70º for 4, 20, and 40-ring scanners, 

as these are the unrestricted acceptance angles for each of these geometries. The NECR peak that we 

estimated for a 20-ring (1 m) scanner is close to that of uEXPLORER. 

The clinical performance of the long axial field of view Biograph Vision Quadra (106 cm) 

scanner was published.
14

 However, their report does not have any suitable data for comparison with 

this work. Prenosil et al. recently reported the NECR peak of 2.956 Mcps (using maximum full ring 
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difference MRD of 322 with an acceptance angle of ±52º) using Siemens Biograph Vision Quadra
25

 

which agrees with the simulated NECR peak of 3.066 Mcps using 30-ring DMI scanner as tabulated 

in Table 3 in the results section although the NECR peak was obtained at the different activity 

concentrations. 

 

High sensitivity and extended AFOV PET system would enable short-duration imaging, low-dose 

imaging
7,62

, single bed position scanning, whole-body dynamic and parametric imaging 

studies
8,9,11,15,63

 such as radiotracer kinetics throughout the entire body. This would further enable 

applications for PET in the field of low count imaging, such as 
90

Y imaging and theragnostic
64

, 

pediatric imaging
65

, screening of patients at risk
66

, and possibly many others.
4,5,20

 

 

4. CONCLUSIONS 

In conclusion, we modeled the 4-ring Discovery MI PET scanner based on data available in the 

literature. The simulation models were validated against experimental measurements in the literature 

using the 4-ring Discovery MI PET scanner. Following the scanner validation, more scanner rings 

were added to simulate the hypothetical long AFOV scanners up to an axial length of 2 meter. In 

addition to the standard NEMA NU 2-2018 protocol, a new set of simulations based on extending 

NEMA phantoms were utilized to characterize the physical performance of the scanners. Spatial 

resolution, sensitivity, count rates, scatter fraction, and noise equivalent counting rates were 

evaluated. Overall, the longest AFOV of 2 meter and 25 mm thick LYSO crystals resulted in expected 

significant performance gains relative to the current 4-ring Discovery MI PET scanner architecture. 
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Figure 1: Count rates estimation using the NEMA protocol.
56

 The activity of 800 MBq was used in 

the scatter phantom to generate this figure using the 4-ring scanner. (A) Sinograms of coincidences 

obtained from GATE root output (B) Sinogram after inserting Gaussian filter and setting pixels 

farther than 12 cm from the center of FOV to zero (C) Sinogram after alignment according to 

maximum values for each projection angle (D) Sum of all projection angles of the sinogram (E) 

Selecting the central 40 mm strip to estimate the scatters and randoms (F) plot of count rates curves 

and NECR. A sinogram-based analysis was performed to estimate the coincidence event rates. 
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Figure 2: (A) Spatial resolution along the axial and transverse (average of radial and tangential) 

direction for different scanner rings (B) Transverse resolution for six-point sources with varying radial 

offsets (at 0, 1, 5, 10, 15, and 20 cm) in the center of the axial FOV for five scanner geometries. 

 

Figure 3: (A) Figure shows a comparison of simulated and measured absolute attenuation free 

sensitivity for the DMI 4-ring scanner. There is a 6.41% difference between simulation and 

measurement
1
 data points. Exponential regression of the true count rates was used for attenuation-free 

sensitivity estimation. (B) Comparison of attenuation-free sensitivities for 4, 8, 20, 30, and 40-ring 

scanners.  
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Figure 4: (A) Axial sensitivity profile of contiguous axial slices from the center of the scanner for 4-

ring scanner. (B) Axial sensitivity profiles for 4, 8, 20, 30, and 40-ring scanner configurations. 

Acceptance angles were not restricted for these profiles as the Discovery MI scanner accepts all 

oblique lines. Sensitivity profiles were obtained using simulation of a 200 cm long 3.2 mm diameter 

line source with 4 MBq 
18

F activity. 

 

Figure 5: Relative sensitivity profiles for a line source of 200 cm length in a 30 cm diameter, 200 cm 

long cylindrical phantom, for scanners with 4-ring, 8-ring, 20-ring, 30-ring, and 40-ring 

configurations. Line source had a same diameter as in NEMA sensitivity phantom. Similar sets of 

sensitivity profiles were seen in simulations performed by Surti et al.
6
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Figure 6: Count rates comparison between simulation with and without intrinsic activities (IA). The 

volume of the scatter phantom was considered for the activity concentration calculations. The impact 

of intrinsic activities was found to be < 1% in the clinical activity range. Therefore, intrinsic activities 

in LYSO crystals are not included in all simulations performed herein to save the computation burden. 

 

Figure 7: Comparison of count rates curve between simulation and measurement performed at 

Stanford University for DMI 4-ring scanner.
1
 The volume of the scatter phantom (~22 L) was 

considered for the activity concentration calculations. The maximum deviation in activity 

concentration measurements was 2.43%. 
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Figure 8: Count rate curves and NECR for 4-ring (AFOV 20 cm) and 20-ring (1 m AFOV) scanner. 

Count rate curves for the 4-ring scanner lies at the bottom of the plot. For comparison with 4 and 20 

ring scanner NECR, a 200 cm long scatter phantom was simulated in both ring configurations. A gain 

of 15 times can be expected when comparing the NECR peak values. 

 

Figure 9: Count rate curves and NECR for 4-ring (AFOV 20 cm) and 40-ring (2 m AFOV) scanner. 

Count rate curves for the 4-ring scanner lies at the bottom of the plot. For comparison, 200 cm long 

scatter phantom was simulated in both ring configurations. A gain of 28 times can be expected when 

comparing the NECR peak values. 
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Figure 10: The increase in NECR as a function of axial length for 4, 8, 20, 30, and 40-ring scanners. 

Note that for this comparison, all scanners were simulated with 200 cm long scatter phantom with an 

activity concentration range of (0.02 – 12.74) kBq/mL.  

 

Table 1:  Specifications of the Discovery MI used in the simulation for 4-ring scanner. 

Crystal material LYSO 

Number of major rings 4 

Axial crystal rings 36 

Transaxial crystals per ring 544 

Size of crystals (mm
3
) 3.95 × 5.3 × 25 

Total number of crystals 19,584 

Axial FOV (mm) 200 

Bore diameter (mm) 700 

Coincidence window width (ns) 4.9 

Energy resolution 12% at 511 keV 

Timing resolution (ps) 375 
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Lower energy threshold (keV) 425 

Upper energy threshold (keV) 625 

 

Table 2: Spatial resolution results for different radial, tangential and axial positions for 

simulated and measured point sources at two radial positions: (0, 1, 0) cm and (0, 10, 0) cm 

within the scanner FOV. The mean values of the three different reconstructed images are 

reported. Measurement performed at Stanford University from Hsu et al.
1
 are also reported for 

comparison. 

  GATE simulations 

(this work) 

Measurement 

(Stanford)
1
 

  FWHM FWTM FWHM FWTM 

(0, 1, 0) cm 

Radial 3.94 8.87 4.17 9.14 

Tangential 4.10 8.68 4.40 9.17 

Axial 4.41 9.79 4.57 10.38 

(0, 10, 0) cm 

Radial 5.29 9.78 5.65 10.36 

Tangential 4.89 9.24 4.74 9.68 

Axial 5.90 11.52 6.39 12.34 
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Table 3: Comparison of NECR peak values for 4 - 40 ring scanners. The NECR peak value for 

4-ring scanner using a 200 cm long scatter phantom is compared to 8, 20, 30, and 40-ring 

scanner configurations. 

 NECR peak (Mcps) NECR Gain 

4 - ring 0.143 1  

8 - ring 0.536 3.75  

20 - ring 2.162 15.12  

30 - ring 3.066 21.44  

40 - ring 3.975 27.80  

 

 

 

 

 

 


